
American Journal of Public Health | April 2007, Vol 97, No. 4654 | Health Policy and Ethics | Peer Reviewed | Krishna et al.

 HEALTH POLICY AND ETHICS 

Patient Confidentiality in the Research Use of 
Clinical Medical Databases
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Electronic medical record
keeping has led to increased
interest in analyzing historical
patient data to improve care
delivery. Such research use of
patient data, however, raises
concerns about confidentiality
and institutional liability. Insti-
tutional review boards must
balance patient data security
with a researcher’s ability to
explore potentially important
clinical relationships.

We considered the issues in-
volved when patient records
from health care institutions
are used in medical research.
We also explored current reg-
ulations on patient confiden-
tiality, the need for identifying
information in research, and
the effectiveness of deidenti-
fication and data security. We
will present an algorithm for
researchers to use to think
about the data security needs
of their research, and we will
introduce a vocabulary for doc-
umenting these techniques in
proposals and publications.
(Am J Public Health. 2007;97:

654–658. doi:10.2105/AJPH.
2006.090902)

THE RAPID DIGITIZATION OF
medical records and administra-
tive databases coupled with ad-
vances in statistics and comput-
ing capabilities promise to make
epidemiological studies for im-
proving health care more fruitful
than ever. Modern computing
power provides quantitative re-
searchers with numerous new
techniques for exploring and
identifying correlations in large
data warehouses.1 Common to
such efforts is the need for ac-
cess to large quantities of poten-
tially sensitive patient health in-
formation (protected health
information, such as names,
record numbers, addresses, and
so on).

Interest in maintaining—and
legal sanctions for violating—
patient confidentiality are of par-
ticular concern to researchers
who use medical data (adminis-
trative, diagnostic, etc.) in analytic

studies. Balancing the conflicting
interests of ensuring patient con-
fidentiality with providing access
to sufficiently detailed informa-
tion for adequate research is a
serious challenge to health care
organizations and data providers
and their respective institutional
review boards (IRBs). Although
existing legal restrictions in the
United States attempt to strike
such a balance, no computing
system is entirely secure, and
there is understandable concern
about unintended or inappropri-
ate releases of information.

Fortunately, there are numer-
ous concepts and techniques
from the domains of data security
and statistical disclosure limita-
tion that may be brought to bear
on this problem. Application of
these techniques allows tradeoffs
between data usability and data
security, giving researchers access
to relevant data while at the same
time minimizing the potential
damage of a breech in data secu-
rity. We reviewed privacy issues

surrounding the use of electronic
data collected in routine medical
care, and we considered ad-
vanced approaches to minimizing
potential privacy violations when
data is used for medical research.
Because of the complexity of this
problem and the array of tech-
niques available for improving
data security, we did not delve
into specific technologies or secu-
rity algorithms. Rather, this dis-
cussion is intended to be an intro-
duction for researchers and their
human participant oversight
structures and a starting point for
conversations with information
service departments about the
best security solutions for a given
situation.

DEFICIENCIES OF
CURRENT REGULATION

In the United States, current
regulations on the use of pro-
tected health information for
research purposes under the
Health Insurance Portability and
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Accountability Act (HIPAA) di-
vide medical record sets into 3
categories: identified data, de-
identified data, and limited data.
Identified data include any data
that could be used by a recipient
to uniquely identify the person
from an individual patient rec-
ord. Access to such data requires
explicit consent by study partici-
pants or a waiver of the consent
requirement by an IRB. Further-
more, use of identified data in-
curs numerous restrictions that
primarily involve the tracking of
protected health information dis-
closures. By contrast, deidentified
data is data with all such identity
information removed (HIPAA
provides a specific list of 18 data
elements that must minimally be
removed), and this data may be
used freely.

Sets containing limited data are
available only to research, public
health, and health care organiza-
tions. Unlike the other categories
of data sets, limited data sets at-
tempt to provide high-quality (of
sufficient detail as to be useful for
research purposes) and accessible
(able to be acquired and used)
data for research, public health,
and other health care–related
tasks. Through a limited data set,
researchers may access data ele-
ments, such as date and geo-
graphic information, without
some of the restrictions for using
fully identified data.

Considerable research in pri-
vacy-preserving data mining,2,3

disclosure risk assessment4,5 and
data deidentification, obfusca-
tion, and protection6,7 can be
found in computing and data-
base management literature and
is often directly applicable to

these medical privacy issues.
More generally, groups such as
government organizations com-
monly encounter confidentiality
issues in the release of statistical
data, resulting in extensive dis-
cussions about disclosure limita-
tion techniques.8–12 There is little
evidence in the medical litera-
ture, however, to suggest that re-
searchers exploit this flexibility
in practice; instead, they depend
on explicit removal of specific
identifying data elements (de-
identification) or the physical se-
curity of the data infrastructure
(with an identified data set).

The problem with this ten-
dency toward use of either iden-
tified or deidentified data is com-
plex. On the one hand, it gives
decisionmakers the impression
that deidentified data is inher-
ently safe for public consump-
tion. The open accessibility of
large demographic databases
across a variety of topics, how-
ever, may invalidate this assump-
tion. For example, students at the
Massachusetts Institute of Tech-
nology were able to re-identify
35% of the records in a 30-year
span of the Chicago homicide
victims database by correlating
data elements with records in
the Social Security Death Index,
even though both sets were pub-
lic and were considered to be
deidentified.13 Thus, the goal of
deidentification may not be up-
held when multiple deidentified
data sets are available.

On the other hand, it is easy to
believe that the data security re-
strictions on the use of identified
data sets will ensure confidential-
ity. Unfortunately, the risk of in-
advertent disclosure rises with

the number of authorized users
and with the number of dupli-
cate data sets required, regard-
less of the perceived level of se-
curity at each access point. A
single individual who writes
down a password could compro-
mise an entire data infrastruc-
ture. Indeed, the recent string of
data security breeches (e.g., lost
and stolen tape backups and lap-
tops, and credit card and online
banking database intrusions)
shows the vulnerability of pre-
sumptively secure systems.

Owing to the increasing legal
and ethical implications with the
use of medical record data, per-
haps the greatest concern is that
little effort is applied to the docu-
mentation of data security efforts
when the results of an analysis
are published. For example, a
brief review of the 2005 editions
of the American Journal of Public
Health revealed at least 35 Re-
search and Practice articles that
used potentially protected health
information (not including stud-
ies that used publicly available
government data). Of these, only
1 article clearly identified the se-
curity measures employed. The
majority (n=21) either indicated
IRB approval or exemption or
explained why IRB approval
was not sought (usually because
deidentified data was used). Thir-
teen articles simply stated that
IRB approval was not necessary.
Because of the potential for dis-
closure even with deidentified
data, this lack of documentation
is itself a concern. It is under-
standable, however, because
there is a lack of common vocab-
ulary for succinctly describing
such efforts. It is unfortunate

because an expectation of such
disclosure on the part of publica-
tions could substantially improve
the practice of data security as a
whole. The remainder of this dis-
cussion will provide a framework
for thinking about maximizing
data security. We also will intro-
duce a vocabulary for describing
data security efforts.

METHODS OF DATA
SECURITY

Although establishing the
confidentiality of a given piece
of data can often be challenging,
the concept of disclosure control
is founded on a number of fairly
straightforward principles and
techniques. Literature in the sta-
tistical disclosure control domain
generally divides this task into
limitation of access (eliminating
certain data elements from
view) and statistical approaches
(modifying or structuring the
data to destroy uniquely identifi-
able characteristics).8,9 Because
we are discussing disclosure
control as it pertains to research
needs, and to facilitate commu-
nication with institutional infor-
mation services departments
and data providers, we have
adopted a framework that draws
heavily from the computer sci-
ence domain. Thus, in this sec-
tion, we introduce a vocabulary
of methods for reducing the
identifiability of data. The sec-
tion “Maximizing Data Security
in Research” will use this frame-
work to present a high-level al-
gorithmic approach to acquiring
useful research data in a form
that minimizes the damage of
unintended disclosure.
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Data Exclusion
Exclusion of specific data ele-

ments is the basis of most general
restrictions on data use. In this
realm, carefully constructed ag-
gregate data or removal of entire
records provide the highest level
of confidentiality. Second to this
is individual record deidentifica-
tion in which specific identifying
fields (such as those specified by
HIPAA) are removed. The goal is
to verify that the deidentification
process maximizes data a particu-
lar researcher needs while ensur-
ing sufficient commonality be-
tween records for anonymity.

A number of existing systems
can aid in this. For example, the
concept of K-anonymity14 and
the use of systems such as
Datafly15 (Data Privacy Lab,
Carnegie Mellon University,
Pittsburgh, Pa) ensure that at
least k records in any given data
set are indistinguishable along
any parameter of interest. Field
masking can maintain specific as-
pects of the data set that are of
research interest. Along a similar
vein, Concept Match16 (National
Cancer Institute, National Insti-
tutes of Health, Rockville, Md)
provides a system for deidentify-
ing free text fields by removing
words that do not match a pre-
determined set of interest words
for a domain. The resulting
anonymous text consists of stan-
dard medical terms and connec-
tor words, with most of its re-
search usefulness intact.
Regardless of the methodology,
however, data exclusion invari-
ably destroys aspects of the
original data that may be useful
when making inferences or
conclusions.

Data Transformation
Moving one step from the ab-

solute confidentiality provided by
exclusion of data, we found a
number of data transformation
techniques that provide a statisti-
cal guarantee of confidentiality.
Most secure among these are
methods of data transformation.
The common theme in these
techniques is to make an irre-
versible modification to the data
that destroys the original values
or correlations (this method is
termed lossy, because some infor-
mation is irrecoverably lost in the
process) while preserving the rela-
tionships of interest. As with data
exclusion, techniques exist to
modify data globally (as aggrega-
tion does for data exclusion) or at
the level of individual elements.

Data perturbation is an exam-
ple of global data transformation.
The idea is to preserve aggregate
trends in the original data while
removing or altering the actual
data. For example, data may be in-
telligently swapped between rec-
ords, preserving the overall set of
values in a field but eliminating
the precise mapping between
fields of a given record, or random
“noise” may be added to the data,
maintaining the statistical proper-
ties of a field while randomly al-
tering exact values in any given
record within some threshold
amount. Bakken et al. present a
more rigorous exploration of such
techniques and many of the other
concepts discussed in this section.7

Hashing of individual data ele-
ments involves a lossy 1-way
transformation or mapping of
data. A simple hash of 20 unique
zip code values (protected under
HIPAA) may randomly replace

each unique zip code with a value
between 1 and 1000 at each
entry in the data set. This transfor-
mation probabilistically maintains
the uniqueness of zip code values
and thus preserves much of the
research value. However, the finite
probability of a “collision”—2 zip
codes mapping to the same new
value—greatly complicates confi-
dent recovery of original values by
reversing the transformation.
Many standard hashing algorithms
exist, including the Message-Digest
Algorithm 5 (MD5),17developed at
MIT, and the Secure Hash Algo-
rithm1 (SHA1) developed by the
National Institute for Standards
and Technology.18

Data Encryption
A further step from absolute

confidentiality leads to reversible
data transformations, such as data
element encryption. The idea of
encryption is to take input data
(plaintext) and output new data
(cyphertext) from which the origi-
nal cannot be practically recovered
without the use of specialized in-
formation external to the en-
crypted data (the key). A simple
example would be to create a 1-to-
1 mapping of a replacement letter
for each letter in the alphabet or a
code. With the mappings in hand,
recovering plaintext from cypher-
text is a simple matter. Without the
mapping, the problem becomes far
more complicated. A key point
here is that the strength of an en-
cryption scheme is often measured
on the impracticality of inappropri-
ate recovery, not the impossibility.
The ability to break the code is
tied to the quantity of data avail-
able under the same key, the qual-
ity of the key, and the encryption

algorithm itself. Details about cryp-
tographic techniques have been
published elsewhere.19

A good cryptographic tech-
nique will hide all relationships
between the original text and
cyphertext. Although valuable to
protecting privacy, this creates a
problem for researchers, particu-
larly in situations of semifree text
fields. Consider an analysis of
health trends by employer (also a
restricted field under HIPAA).
The employer name may be en-
crypted with the understanding
that identical names will lead to
identical cyphertext, allowing com-
parison of potential employer ef-
fects without access to the actual
name. Unfortunately, if the name
is entered as free text, small varia-
tions in the entry (e.g., Wendys vs
Wendy’s) could lead to substantial
variations in the cyphertext, mak-
ing it impossible to use the field
data in an analysis with any de-
gree of confidence. Fixing these
variations in letters used (syntax)
for words with the same meaning
is a process called normalization.

Cryptographic technique also
carries some lessons for use and
dissemination of protected data.
Perhaps the most important les-
son is that good encryption is not
a substitute for good data access
security. Techniques like encryp-
tion can, at best, provide an
added safeguard by increasing
the level of sophistication neces-
sary on the part of an intruder
and thereby decreasing the prac-
ticality of attempting a breech.
Given time, nearly every re-
versible cryptographic technique
can be compromised.

Another important lesson
from cryptography is the value
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of variability in data. The first in-
stinct of many institutions when
constructing research data sets is
to establish 1 uniform deidenti-
fied data set for all researchers
to access as needed. Although
this is the easiest and sometimes
the only practical solution, it also
increases the risk of exposure.
Consider again the employer ex-
ample. One could imagine using
knowledge of major employers
in the area and an understand-
ing of patient demographics to
begin recovering employer infor-
mation from the full list and
thereby begin breaking the cod-
ing scheme used to protect the
information. This danger is com-
pounded if individual research-
ers maintain local duplicates of
some or all of the master data
set for their work, and the dan-
ger is further compounded if
some of those duplicates are of
identified data because of the
needs of a particular project.

This risk can be reduced by a
number of simple steps. Ideally,
individual data sets should be
constructed for each research
effort, providing only the subset
of records relevant to that effort.
Furthermore, each data set
should be encoded indepen-
dently. Although the actual algo-
rithm may be the same, unique
keys should be used in the en-
cryption or coding of data for
each research effort, and the
ordering of individual records
should be randomized whenever
possible. This ensures that data
from one research project cannot
be compared against data from
another, reduces the potential of
a security breech, and limits the
damage should a breech occur.

Data Obfuscation
In the context of this discus-

sion, we use the term data obfus-
cation to denote any approach to
masking data that is weaker than
cryptography and is employed
primarily to preserve relation-
ships within a data set that would
be destroyed by more rigorous
masking techniques. It should be
noted that the term is often used
more generically in the literature,
although it generally relates to
the tradeoff between anonymity
and usability of data.

Practical use of such tech-
niques may be most evident in
interrelated numeric data, such
as dates or addresses. For exam-
ple, epidemiology researchers
may be interested in accessing
highly specific location data to
correlate health patterns with
neighborhoods, cities, or regions.
However, finding clusters of poor
health outcomes does not require
knowledge of actual patient ad-
dresses. It merely requires rela-
tionships between patient ad-
dresses. Thus, data extraction
for the study may translate ad-
dresses into some other metric
that preserves relative locations
without revealing the actual
physical location. Although this
complicates recovery of the origi-
nal information, it does not pro-
vide the level of structured secu-
rity that encryption or hashing
systems do. In this example, suffi-
cient quantities of data and a
general knowledge of population
trends may allow an intruder to
approximate the original loca-
tions with relative ease. How-
ever, data obfuscation is not in-
tended to eliminate the need
for data access security; it simply

increases the complexity of re-
covery and reduces the pool of
would-be intruders.

MAXIMIZING DATA
SECURITY IN RESEARCH

The previous section provides
a good foundation for discussing
the confidentiality of medical
data used in research studies.
The actual techniques used will
depend on both the needs of an
individual research effort and
careful consultations with institu-
tional information services de-
partments and data providers.
Initially, it will take time and ef-
fort on the part of data managers
and researchers; however, a set
of standard, reusable practices
should develop in short order,
making the process very straight-
forward. Such standardization
also will facilitate communication
of the security infrastructure to
IRBs. The next 5 paragraphs
provide an approach for guiding
these discussions.

What Data Is Needed?
The obvious first step in any

data extraction is careful specifi-
cation of the data requirement.
This is standard practice in most
research efforts, and considera-
tion should be give of what rec-
ords are necessary (i.e., only rec-
ords that meet certain criteria)
and what fields of a record are
necessary (if patient names, li-
cense numbers, and so on, are
not needed, or if free text fields
and images will not be evaluated,
they should not be provided).
Furthermore, as research pro-
gresses, access to any subsets of
data deemed unnecessary upon

inspection also should be re-
moved. This provides a cleaner
operating environment for re-
search and minimizes damage
should a security breech occur.

What Data Can Be
Encrypted?

Any relevant relationships
discovered in transformed or
obscured data would be useless
without the ability to recover
original values. In the general
case, this will require that at least
1 field be masked in a recover-
able fashion. This field provides
a reference by which the original
record may be discovered if nec-
essary. This recoverable field
should be selected to continue to
maximize patient confidentiality
in the event of unauthorized ac-
cess. For example, an encrypted
study-specific patient identifier
would be more appropriate than
an encrypted social security
number. Should an intruder re-
cover the encrypted data, ex-
ploiting the information would
still require breaking the security
of the main database to gain ac-
cess to the full record.

What Data Should Be
Transformed or Obfuscated?

Researchers should now deter-
mine confidentiality and the level
of acceptable data loss for each
field in the desired records. Those
fields that only require aggregate
properties or probabilistic
uniqueness should be masked
by lossy transformation tech-
niques, leaving fields with confi-
dentiality concerns addressed but
also with important relationships
preserved. It may be that any at-
tempt to obscure this information
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would excessively complicate the
study. However, some effort
should be dedicated to consider-
ing how such data elements may
be obfuscated without destroying
relevant relationships.

Establishing the
Confidentiality 
of Remaining Data

It is clearly impractical and
often detrimental to mask or ob-
fuscate every field in a data set.
Thus, after systematically hiding
identifiable data, we are still left
with a number of fields in their
original form. As a final step in
the construction of a research
data set, it may be valuable to
assess, if not further manipulate
or eliminate, any remaining
unique records. Application of
techniques such as K-anonymity
can ensure that, although each
record may be uniquely identifi-
able by use of obscured fields, no
record will provide a starting
point for breaking obfuscation
techniques by standing out as
unique in the unobscured fields.

Physical Data Security 
and Auditing

The steps discussed thus far
may provide some confidence
that an unintended data release
will not lead to significant expo-
sure of protected health informa-
tion, but this is not a reason to be
casual about the security of the
data itself. Although not explored
in depth in this discussion, it is
important to recognize that the
best defense is good physical
data security. To that end, stan-
dard data security practices
should be used to ensure that the
data remain in a secure access-
restricted storage area and that

separate credentials (usernames
and passwords) are given to each
authorized user. This not only
prevents unauthorized access
but also provides an audit trail
should an incident occur. Recog-
nizing that security breeches are
often a product of social engi-
neering (breaking system security
by manipulating legitimate
users—for example, by claiming
that your password is not work-
ing and asking a legitimate user
to log you in) rather than the
hacking of the physical security
infrastructure, a short training
session on basic data security
(protecting passwords, locking
workstations when not in use,
and so on) may be warranted
for study staff.

CONCLUSIONS

We have presented a brief
overview of data security tech-
niques and the application of
these techniques to medical re-
search databases. Data security
is of particular relevance with
the proliferation of electronic
medical and administrative rec-
ords and the ease with which
such data can be exported out-
side of the secure institutional in-
frastructure. We have introduced
a vocabulary for discussing these
issues and have introduced an
approach that researchers, infor-
mation services departments,
and IRB committees can use to
begin applying security tech-
niques. Indeed, coordination
among these groups and the in-
corporation of security consider-
ations into IRB and journal ap-
proval procedures are the keys
to ensuring continued patient

protection in an increasingly dig-
ital and interconnected world.
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